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Overview of APAN APRP WG

[1] Overview & Past APAN Meeting
[2] Upcoming APAN 59t Meeting Yokohama, Japan



..M APAN APRP(Asia-Pacific Research Platform) WG

« Since 2018 APRP WG initiated at APAN 45th 2018 in Singapore
APRP — Asia Pacific Research Platform Working Group
APAN meeting held 2 times in a year

» Objectives
APRP WG develops technologies to provide data-intensive science (HEP, Astronomy, Earth
ScienceAl, Bio, Climate/Weather, Agriculture) environments and various computing resources
by linking distributed HPC systems and establishing a stable big data highway system based

on NREN in the big data era, and promotes related research collaboration in the Asian region.
- Promote Distributed & Shared HPC ecosystem in the Asia-Pacific.

- Engage APAN members and ASEAN countries

- Towards the setting up an Asia Pacific Research Platform (APRP) and become a part of
a Global Research Platform

« Executive member

Chair : Jeonghoon Moon, KISTI, Korea

Co-Chair : Andrew Howard, NCI, Australia

Secretary : Asif Khan, Qatar Univ. Qatar _ ’
« Asi@Connect 5th Call project by TEIN*CC

Title : A High bandwidth distributed HPC (15t April 2022 — 31st July 2023)

« A3 Foresight Program Project by A3 Countries NRF

Title : Data Sharing Infrastructure across Northeast-Asia Supercomputing Centers
for Open Science (15t Aug. 2024 — 31st Jul. 2029, 5 Years)



APAN 57t Meeting & APRP WG session

« APAN 57th APRP Meeting
- Held at Bangkok in Thailand(Jan., 2024)

« Session Information

- Session 1: Infrastructure and Technical Part, Chair: Jeonghoon Moon, 1330-1500

aaaaa - 2 February, 2023, Bangkok, Thailand

- Session 2: Application and Technical Part, Chair: Jeonghoon Moon, 1530-1700 ,APAN (S q

10 Presentations from 6 countries

- Infrastructure: Country update and status of platform(KR, AU, MY, PK etc)
- Technology: Exa-Scale data challenges(FermiLab), Quantum Safe Network(KR), Wireless Communication(KR)
- Application: Al-Science, Bio-Science, Climate change disaster related Forest(AFaCo), Avian infection diseases

Session 1

Sessionl: Infra & Technical Part, Chair: Jeonghoon Moon

Session 2

Session2: App & Technical Part, Chair: Jeonghoon Moon

1 Asif Raza(PK)

2 Asif Khan(MY)
3 Yves Poppe(SG)
4 Nor Asilah(MY)

5 Jeonghoon
Moon(KR)

Exascale Data Challenges and Networking R&D
Efforts for the HL-LHC era

Bioinformatics & HPC
The road toward a Global Research Platform
Distributed HPC and Malaysia future works

Korea Research Platform and future works

1 Andrew Howard(AU)  Australia update and future works

2 Woojin Seok(KR) Researches of Quantum Safe Network at
KREONET

3 Veerachai Tanpipat Capacity Building for Forest, Hydrology and
(TH)/Soozin Ryang (KR) Climate Change Disaster Related

4 Kiwook Kim(KR) Update of wireless communication and
scientific data

5 Nurulfiza Mat Isa(MY)  Update of data driven in the fight against
avian infectious diseases
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LB Summary of Session 1
SHRIARLKRP Flatfor™ Stt " 1 « Korea Research Platform update and current
* Korea Research Platform status(Jeonghoon Moon/KREONET)

* GPU intensive, CPU intensive, Storage intensive type

+ Applications
— Analysis of Urban flooding by LSTM —

— Analysis of Solar Visual data by High intensive
GPU(Astronomy) KRP Login

— Several distributed computing task based on Al & GPU

Distributed Computing

Asia Pacific Research Platform Workgroup(APRP) S

57t Asia Pacific Advanced Network (APAN 57th) M mﬂm

il

» Malaysia Research Platform
Update(Nor Asilah)

Assoc. Prof. Dr. Nor Asilah Wati Abdul Hamid,

3% Fermilab (& ENERGY |scure Faculty of Computer Science and Information Technology,
- - Institute for Mathematical Research (INSPEM),

Universiti Putra Malaysia

« Exa-Scale data challenges and networking
R&D efforts for the HL-LHC at FermiLab
(Asif Raza/FermilLab)

Exa-scale Data Challenges and

Networking R&D Efforts for the HL-LHC at
Fermilab

Presented by: Asif Raza
(Network and Software R&D for USCMS)
December 31%!, 2024




Summary of Session 2

JL: I QKD Architecture over KREONET

Toward Safe KREONET

Quantum Key Service using
QKMS

KMS in each domain
Key relay, Key distribution c Ml

Research on deployment of QKD
Research on seaurity issues in
Trusted Node

Wireless Communication and Scientific
data(Kiwook Kim/KREONET)

Asia Pacific Research Platform (APRP)-APAN57, BKK, Thailand, 29th Jan-2nd 2024

Capacity Building for Forest, Hydrology and Climate
Change Disaster Related

Veerachai Tanpipat (WFSRU & Hll) & Soozin Ryang (AFoCO)

veerachai@hii.or.th - fforvrc@ku.ac.th & soozin.ryang@afocosec.org

Background Source: https://newsghana.com.gh/design-child-focused-climate-change-adaptation-plans-govt-told/

C(\ m Asian Forest g //H ll

' \
Cooperation y
e INFOCUO  Organization S L wemsice e

KASETSART UNIVERSITY \'/

Research of Quantum Safe network at KREONET
(Woojin Seok/KREONET)

= (2018) Science data collection using loT = (2022~) Mid-range radio links w/ 60Ghz

(22~) v ~1Km communication distance

Transferring

scientific data . .
: mmWave P v 1~5 Gbps/link x 2~4 links
JElATE wireless technologies
(‘18~'21) ! e
Collecting
scientific data
tloT

KREZNET

= (2022~2023) Bulid Inter-building Fixed Wireless Backbone at KISTI

Building A Building B
e - ]
R _ e o

v a4

Server SDN SW. 60GHz 60GHz SDN SW Server
Wireless Wireless
Device Device

60GHz : high data rate, narrow beam width, low penetrability
=> Suitable for fixed, high-speed wireless backbone in LoS environments

Capacity Building for Forest, Hydrology and
Climate Change Disaster Related(Veerachai
Tanpipat(TH) & Soozin Ryang(KR))



LB APAN 58th Meeting & APRP WG session

« APAN 58t APRP Meeting i
- Held at Islamabad in Pakistan(26t to 30th Aug., 2024) é

ISLAMABAD, PAKISTAN

- ( 58™ ASIA PACIFIC ADVANCED NETWORK MEETING

« Session Information

- Session 1: Keynote Speech and Technical Part, Chair: Jeonghoon Moon, 0900 — 1030

- Session 2: Application and Country Update Part, Chair: Andrew Howard, 1100 - 1230
10 Presentations from 6 countries

- Keynote Speech: Quantum Network by Dr. Raj Kettimuthu (ALN/US)

- Presenters: 10 presentations, 6 countries

- Keywords: Big data, A3 Foresight Program, New Project, DMC/Cloud of NCI, Inter Data Center, Apply for Agricult
ure, Bio-Science, Al-Science, PERN, etc

Session 1 Session 2

Session1, 0900-1030 GMT +5(PK time), 28th Aug. Chair: Jeonghoon Moon(KISTI/KR)

Session2, 1100 - 1230, GMT +5(PK time), 28th Aug. Chair: Andrew Howard(NCI/AU)

1 0900-0903 Introduction of APRP WG and sessions 1 1100-1115 Australia Country Update and NCI future works
(Jeonghoon Moon/KISTI/KR) (Andrew Howard/NCI/AU)

2 0900-0918 FNAL's High-Speed Networking R&D Efforts for the HL-LHC 2 1115-1130 Introduction of PERN and activities(Ahmed Naeem/PERN/PK)
(Asif Raza/Fermilab/US)

3 0918-1010 INTERQNET: A systems approach to realize a scalable quantum network 3 1130-1145 Al research activities of Sukkur-IBA Univ. in PK

(Keynote) (Raj Kettimuthu/ANL/US) (Ghulam Mujtaba/Sukkur-IBA Univ.PK)

4 1010-1025 NDeX Project: Inter data centers big data transfer 4 1145-1200 EBC-K project in MY(Nor Asilah/UPM/MY)
(Kiwook Kim/KISTI/KR)

5 1025-1035  Data Sharing Infrastructure across Northeast-Asia Supercomputing 5 1200-1215 HPC & Bioinformatics activities(Asif Khan/Perdana Univ./MY)

Centers for Open Science (Jeonghoon Moon/KISTI/KR)

6 1215-1230 Research Platform and apply for Agriculture fields
(Kihyeon Kim/KISTI/KR)
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Summary of Session 1 -

InterQnet Achieve
Integrating heterogeneous qubit platforms developed at Argonne

Keynote Speech: Overview of Quantum Networking
Technologies and Ongoing Quantum Networking
Research at Argonne(Rai Kettimuthu/ANL/US)

—

3394 1102 282 247 57

Overview of CMS / US CMS

* CMS Worldwide Collaboration:

* High Energy Physics (HEP) general-purpose experiment
designed to precision study of proton-proton collisions
at CERN’s LHC.

. . * Over 200 Institutes fi By tri
FNAL’s High-Speed Networking R&D LA e
Efforts for the HL-LHC era (Asif Raza/ B e orc i v oy
H e , a global collab i f ab
FermiLab/US) - L B - acereesting 141 CPU cores and 162
of storage (disk and tape)

* U.S.CMS

* Fermilab the largest Tier-1 site along with 7 Tier-2 sites v
+ Enable U.S. physicists to take on a leadership role in CMS physics o s

N * Current LHC era, Future HL-LHC (High-Luminosity LHC) Of these members thereareabout
N VY 2y [
@@ g@.@ E“Mlm * On going R&D efforts for U.S. CMS to enable HL-LHC era 2166 1228 1102 1388
L 5 o s
“R2-:58 ‘
ISLAMABAD, PAKISTAN
Extra Budgetary Contribution
from Korea (EBC-K 2024)

58th Asia Pacific Advanced Network

Asia Pacific Research Platform Workgroup = s : EXtra BUdgetary ContrIbUtlon from Korea
ke - as vl (EBC-K 2024) Project(Nor Asilah/UPM/MY)

Nor Asilah Wati Abdul Hamid

Universiti Putra Malaysia

With Knowledge We Serve  Agriculture « Innovation « Li

T



Available Computational Resources for
Training and Testing Al Models

DUN  S3  Documentaion  Getaccess  Shareholders

@NTNU High Performance Computing

» Platform Composition Plan (Draft)

=  Platform and SW Configuration for Container and APl Networking Processing
=  Container Control/Management -> Kubernetes Open Source SW
=  Model Management -> Harbor

= Data Management -> Ceph
(Option 1) API Networking Protocol Creation

. (Option 1) APl Networking -> Self-made API Protocol
=  (Option 2) DevOps/MLOps -> Dizest, Argo, Miflow ‘ 2 A ‘ ‘ 29 ‘

API Networking Protocol Development
POD /! POD

m C—
C—
C— 2 c 28D

POD POD

Rest API-based Protocol
Pipelining/Ensemble Linkage between Models

18 KISTH

= amaes
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Al Research Activities@Sukkur-IBA University
(Ghulam Mjtaba/Sukkur-IBA Univ/PK)

=owes Building Distributed NDeX Infrastructures o sarzsiien

* NDeX Regional Node Establishment Plan

'23 : Completed pilot node in the Busan metropolitan area.
‘24 : New node to be built in the Seoul metropolitan area.
‘25 : Additional node planned for the central region of Korea.

Commercial
Clouds

Other
Internationa
| NDeXs

NDeX Busan Infrastructure

» KCIN

ARCNZ s > APCN2
F/RNAL < > TPE

Submarine Cables

Big Data Research Platform

—> (Kihyeon Kim/KISTI/KR)




Asia-Pacific Research Platform Setup@UPM/Malaysia

 Asia-Pacific Research Platform setup complete at UPM of Malaysia(Feb. 2024)
« Test running for various Applications (refer. Table)

- APRP platform is being tested and used by Jupyter/Python users.

- There are about 5 categories of the application areas

No. SwW Time (days / hours) Time (days/hours) Reduce to
(Laptop with 1 processor) ( Max core available are 48 cores)
1. Gromacs 3 months (90days) With 48 cores 9 days
2. Pythons 15 hours With 24 cores 2 hours

* Open plan to APRP WG members (Pakistan, Nepal, Sri-Lanka and Thailand)
« Share the computing resources with KR, AU, JP, SG etc

) : A High
usa = Bandwidth
poEsuEr Distributed HPC

Providing
Computing HPC

Building a High Bandwidth
Distributed HPC

1 April 2022 - July 2023

L
ScienceDMZ
(Bl Data Transter)

” «CPU/GPU/Storage -
_ *ID-ferderation/Cross-trust ===

N\ *10G~100GNetwork 0T
AUSTRALIA Storage

* Master Node Server (1)
Big Data Super Highway

PAN/TEIN
VIERISARED * Three (3) Worker Node Server -DTN-
R7524

* 2 AMD EPYC 7352 2.3GHz, 24C/48T
per node. X 3 node = 144 cores

* 2 NVIDIA A40 per node 48GB
GDDR®6 PCle = 6 GPUs
Enhanced tearmina /| Bigoaa | | | [ sigata

MMMMMMM
nnnnnnnn

Architecture of APRP APRP setup@UPM



Upcoming APAN 59th Meetinﬁﬂ&g Japan T

« APAN 59th APRP WG Session
- Held at Yokohama in Japan (5t Mar. 2025)
« Session Information

- Session 1: Country Update(AU, KR, MY, PK, ASEAN, etc), 0900 — 1030
- Session 2: Technology & Application (Wireless, Transfer, Al, HPC, Medical, etc) 1100 - 1230

5 . 4 AP A | \-I 3 — 7 March 2025, Yokohama, Japan 'R\BAN ﬁ:ia Pacific Advar)sed Network

necting People, Cultures, Research and Education

About v Registration Program v Fellowship Venue v Visa & Visit v

-

(I e
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Korea Research Platform(KRP)
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ST Korea Research Platform (KRP) for Domestic

« Since 2015, Global partner of PRP project

« Since 2018, Leading of APAN APRP WG

« Since 2021, Expanding to 7 Korea National Research Institute

« Since 2022, Asi@Connect Project/TENI*CC for international

« Since 2024, A3 Foresight Program Project by A3 countries NRF

National Scale

Establish a high-reliability & high-speed transfer system without boundaries
between participants

= For 25 Korea National Research Institutes & 4 University of Advanced Science & Technology

KIMS)
——
KIER s
-
KIGam
e
c
7
: KEI
< /xaeri N
~ (Xom + KRIER
-~ i iy ‘.‘KRICT
W TERI T 51 s ) S
Key elements Example of Nuclear Fusion Research
Borderless single domain transfer Improve transfer — = —
performance level performance about A VAT re ¥
== Esnet ScienceDMZ level 75 times after / : -
A Unified authentication system SvCIenceDMZ deploy LN —
without houndariec = To expand the -

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, national scale e s

T



« Korea Research Platform
— Several prototype KRPs

* GPU intensive, CPU intensive, Storage intensive type
« Applications
— Analysis of Urban flooding by LSTM

— Analysis of Solar Visual data by High intensive
GPU(Astronomy)

— Several distributed computing task based on Al & GPU

Distributed Computing

5de L7 k8s Node €3 x8s Node
ﬂ-- =0 =) | [0 A=

Image Manage &
Code review
module

Monitoring Module

MRS | Monitoring r\ Visualize <= _--------I - -
Bl |2/ <" web or Ceph Storage Metrics
bernetes Resource

\ —a Grafana Prometheus °

Platform Architecture

Current KRP Platform Status @Q’

2712

o SUE #HE

HIOJE] 6P Y712 KISTI 4

5 28|

@ rocerner
e | e NG
KRP Login
Web Ul
Service [RNGSA @ P T%rch e
.v y python’
Software A
& w2 T
OPEN MPI TensorFlow
[ alt| . -
o &
YCL N -
g l'aAtaf:;; kubernetes o Q HARBOR Grafana  eusicsess
Software & I KAFE @ ,u"pyt\;
dOCker CeDh ° Prometheus kibana

Open
Source

Login

Storage

Monitoring Mange

Manage

Mange



Related Project 1 — Smart Agriculture

1. Korea Rural Development Administration project (Grant March 2022-2024)
« Title: Development of integrated linkage system for agricultural big data and utilization model

« Participants: Seoul National Univ,, KISTI
« Total Budget: About 450,000%(3years)
« KISTI: 150,000%(For 3years)

» Research Contents (KISTI/KREONET part)
- Agriculture big data transfer
- Running Crop model on the Research Platform (Using CPU & GPU)
- Establishment Research Platform for end-user(Farmer) & developer(Agriculture Researcher)

@ CALS J(iﬁﬁ = A RIT A

www.kisti.re.kr

MECHEtn oAl &y & Rural Development Administration

College of Agriculture and Life Sciences Korea Institute of

Science and Technology Information



LB Related Project 2 — Medical

2. High Performance Research Platform for Medical

Tentative title: Establishment of a high-performance collaborative research platform dedicated to
medical research for gene scissors research.

Participants: KISTI, Yonsei Medical University

K|5T |

. www.kisti.re.kr

COLLEGE OF MEDICINE Ko'rea Institute of .
Science and Technology Information



A3 Foresight Program Project

[1] Overview of the A3 Foresight Project
[2] A3 Countries strategies and Key technologies



LB A3 Foresight Program Project by NRF(KR, JP, CH)

Overview of A3 Foresight Program Project
— Main Title

« Data Sharing Infrastructure across Northeast-Asia Supercomputing Centers
for Open Science

— Participants Countries and institutes:
« Korea: KREONET/KISTI
 Japan: R-CCS/RIKEN, Osaka Univ.
« China: NSCC-GZ, Sun Yat-Sen Univ.

— Duration : Aug. 2024 — Jul. 2029 (5 Years)

— Budget : Korea(300,000%), Japan(347,000%), China(562,000%)
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A3 Tean

e The A3 Team

O NSCC-GZ, Sun Yat-sen University
- PI: Yutong Lu A=F#2

- Professor, Director

O R-CCS, RIKEN
- PI: Hidetomo Kaneyama €1l £

-
L -

i oui ko2
(:' "‘h\&:\yk I<"w:

A RIKEN .
@ cm oz, TS e

RIKZH R&CS Computational Science

u
"Ll.

- Expert Technician
O KISTI

- PI: Jeonghoon Moon 2™ &

- Principal Researcher

T




A3 Foresight Project - Objective

Objective:

According to the Boundless advancement of science and technology through LLM (Large-Scale
Language Model) and Advancement of science and technology without boundaries through open
science, this project aims to lead the development of an advanced research environment
(system and element technology) for the utilization and sharing of research data and to
establish an infrastructure for sharing advanced research data between Korea, China, and

Japan.

I o y,

— N~ ~ \\ \ R = ,, Other
Pty \ W International
\ 4 | 1 4 & Research sites
//_ Open Science [ 7)) e T
- (- Il

.

‘I.\ '\ L |
| L N
2/’ { o Y = |- T
F HighSpeed | _CBB [ )
‘ Transfer |
A LData Compression ]
\\":," ﬂT ‘Sij -
------ I @ -
------ ] | A3 Data

d Share .
= . .
Q -




LB Strategies — 4 Units xS

« Strategies (Divide into 4 Units)

Unit 1: Infrastructure Unit (Leading by China: NSCC-GZ , KISTI, RIKEN)
Unit 2: Data Transfer Unit (Leading by Korea: KISTI, NSCC-GZ, Osaka Univ)
Unit 3: Data Compress Unit (Leading by Japan: RIKEN, KISTI)

Unit 4: Metadata Unit (Leading by Japan: Osaka Univ., NSCC-GZ)

(e A3 Seminar

. Other Research
- TEC Debriefings Management i Institutes ,
- TEC School for Young Researchers Committee jm—————== - & i
; Application -

Advisory ..r i eress
Committee — Collaboration E FaC|I|t|es

Infrastructure Data Transfer Data Compress Metadata
Unit Unit Unit Unit
1 | | 1 1
| 1 1 | | | 1 | 1 1 1
SYSU/NSCC SYSU/NSCC University of University of SYSU/NSCC
_GZ RIKEN KISTI KISTI _GZ Osaka RIKEN KISTI Ocal _GZ
 Data sharing file system across e ScienceDMZ network /. Lightweight data \ : zgé?grr?etadata
s supercomputers_ o deployme_nt compression e Cross-disciplinary
 Data placement optimization  Acceleration of long- «  Al-assisted srdiinternatioral
and fast access distance transfers compression alg ol
e HPC environment building and e Build mutual trust zone and . TEZi extension. « Open science support
integration secure transmission K P / P PP
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Lo China - Integrated Science & Data Sharing Infrastructt €mnae

e The Challenges

Heterogeneous
Fusing and Managing System
Geographically Distributed
Distributed
Data Data

( Data1 ] ( Data2 ] [ Data3 ] ( Datad ) [ Data5 )(_Data6 ]

Effective Long-distance
Transfer and Sharing

Demo of Representative
Applications

Coordinated Processing of
Cross-region Applications




KISTH China — Deploy HPC + Al for S&E mmmi&?ﬁas‘%

J;tdz HPC+AI for Science and Engineering

O Actively transforming scientific computing landscape

N HPC Simulation " Inference
T CPU/GPU . GPU/Accelerator

HPC-AI Applications:
Online learning

Experimental data loss

[ Data process \:> Model training

CPU ) “GPU/Accelerator
| HPC Simulation
CPU/GPU '
et - 1 E
HPC-AI [ Data process
Offline CPU .
T Al models |

CPU/GPU

21




Japan - Convergence of Al, Big Data and HPC

R Big Data Transfer and management om

RIKEN

e RIKEN operates SPring-8 large synchrotron radiation facility
e Located in the same Hyogo prefecture as R-CCS’ Fugaku
e Big data generation at SPring-8 facilities
e In 2017, SPring-8 public beamlines (26 BLs) generated 320 TB/year
o In 2025, with the next generation detector (CITIUS), the facility is
projected to generate 100-400PB of data per year
e Data transfer is a first-step for data analytics
e Such data generated by sensors need to be transferred to
internal/external computers for the further analysis

& O - . y
¥ - = J
&7 SPring-8 (FY1 el /
@

SPring- § RIKEN SPring-8 Center (RSC)
=D

____________________________________________________

Data buffer

Internal/External computers

Near-sensor .
esaerj:rsso Intermediate
Storage

1.3EB
Facility

Due to the large size, transferring data from a sensor to a computer and

managing it is challenging.




Japan - Data Transfer Service

QR Data transfer service om
in SACLA (SPring-8 Angstrom Compact Free Electron Laser)

e We lauched data transfer service from SACLA to “HPCI shared storage” in 2021

o “HPCI shared storage” is a geograpycally distributed storage shared by Japanese
supercomputing centers including Fugaku

SACLA HPC: Data Transfer Service to HPCI Shared Storage

Data Transfer Service to HPCI Shared Storage Toward the creation of innovative achievement through SACLA
¢ SACLAXXTEL) —WOE o e ;i;?;’;a ¢ HOEE + —EAE3 » RORE

"—h LL L2 SACLALE C=L912 rEYR -an AR
= = RRAY

HPCIXAHZR M L—IADF—F XY —E XA
—SACLARERF — ¥ OXMEMRIFIC & 3Hi - BARRBALICAGTT—

< T
4

sAcLaaLLS! BCPTRA (E) BNAHERRE 5 —, DFRRAHLHREY 5 — RCCS) H&UMTAZNERE LYy — |, XBARBTF L —4—
Sphrsiotn bt (XFEL)UER TSACLAZ), T 5 h RIS —5 DARMBH DI, SACLANSHPCIIAMR b L—VEIADF— S E%Y — L REEA148&D
ol BALE L1,

SACLA HPC - HPCIH#EZ kL—IAD Yo ’. .\
Red X G4, SACLAT®S N ARORMT —5 %, ABOFRMMEREICHA L, BEAHNHLE L > TRITER > =—XHBRCHATNET, 22

N N Sy [
— —EXRIKDW

23 9Eﬁﬂ ‘ 1< TAY—ERATIR, R-CCSEMANBER LY A FHBY SHPCHARA ML —YEFALT, Wit - BERAZT—IBEXERFAL Y, HPCIHA

ARL=ITRWTWBA =TV —AR M7 7AIVI AT L "Gfarm; EFRUALERT— XY —LERRT BT LT, BEVWI—F—HMEIC

FATEZMAERAE L. ThitkD, 2—/{—0vFa—% "EE4), 'Wisteria/BDEC-0115);, £ UsE LIHPCIEMRYT 3 X—/(—0Y

Ea1—9 DN EFAULLKRBRIHBRICZD, MEHRBARIMHES B LB/ TERT,

. SACLATHS NI XKRORET — 5 EAMOTRMO & Bl 3tH U MR N
P& i3 A

BEY > 7 : BEEXHPHR S — XREHVTF | — — il SACLA ©

Source (May 14, 2021): http://xfel.riken.jp/users/bml09-1.html Source (May 14, 2021): https://www.riken.jp/pr/news/2021/20210514_1/

We have been working on data compression to improve this data transfer service
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Korea — Expand Korea Research Platform 'iRPAN:';‘S

13-17 MARCH, 2023 + KATHMANDU, NEPAL

- Korea Research Platform expanding to 25 National Research Institutes
« HPC(Supercomputer, Cloud, Storage) over HPN and global federation

HPC over HPN: A High bandwidth distributed HPC

Korea Research Platform (1G ~ 100Gb/s)

y A 4
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Faster workflow with big data

GPU-DTNs g % GPU-DTNs
== =
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www.Kisti.re.kr

KISTI Supercomputer
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s A3 Foresight Project Kick off Meeting at Guangzhou

« Technical Implementation
- To establish an A3 data-sharing platform for open science collaboration among Korea,
Japan and China, leveraging the computational power of leading supercomputers such as
Fugaku, TH-2/TH-XY, and Nurion
» Core technologies and strategies
- Data Management Infrastructure: Develop integrated system to aggregate geographically
distributed resources, ensuring seamless data accessibility and management.
- High-speed Network: Apply advanced networking solutions to enable efficient and
reliable cross-site data sharing.
- Data Compression: Adopt compression techniques to reduce data volumes, enhancing
transfer speeds and improving storage utilization.
- Metadata Access: Provide FAIR data retrieving to empower cross-border and cross-
disciplinary scientific research and discovery.

© || | |

~

- T

The 2024 Workshop of
Data Sharing Infrastructure ac
Northeast-Asia Supercomputing Ce




ASEAN — Korea HPC Project

[1] Overview of the project
(Title: Building HPC Infrastructure and HPC Capacity for ASEAN Data Utilization)
[2] Architecture and Infrastructure




ASEAN - Korea HPC Project (KADIF)

2i0t 308 e
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Title: Building HPC Infrastructure and HPC Capacity for ASEAN Data Utilization
Budget: 10M$ for 4 year (2024 ~ 2027)

Background

To promote S&T national infrastructure through collaboration in the field of science and technology among

ASEAN countries

« Improving national competitiveness through establishing science and technology knowledge
infrastructure for the core of the 4th Industrial Revolution.

Building HPC-based Data Utilization
Infrastructure to be prepared for the Fourth
Industrial Revolution and the Digital Economy
Era

Building GPU/NPU- based HPC
Infrastructure

Building HPC Infrastructure for
data & Al utilization which is key
to the Fourth Industrial Revolution

Building a Science & Technology
knowledge platform

Building a science & technology
knowledge information sharing-
utilization ecosystem for enhancing
science & technology
competitiveness

Digital Competence Training

Strengthen digital competencies
through HPC management &
operation and data & Al utilization
education training
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Computing Nodes:

% Storage:
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14 TB Memory, 540 TF/Node 2.7 PB Large-capacity shared filesystem
« 28 CPUs(896core) + 56 GPUs in total ).3 PB All-flash high performance filesystem

 1,024GB DDR5 Memory per Node  Read 90GB/s, Write 65GB/s
 Automated Storage Tiering
* GPU Direct Storage

3 PB (2.7PB HDD / 0.3PB Flash)

» 1.9TB local storage per Node
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1Port/GPU, Non-blocking Fat-tree
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Data Center Infrastructure ;

= Interconnection: 7 GPU nodes (3.5PFlops), 12 NPU nodes, 8 CPU nodes, 6 infrastructure
nodes, and storage (4PB) 4-port connection consists of a fat tree structure topology as
shown below.

» Infrastructure: 8 racks are required for HPC system, storage, security equipment, etc,
total power consumption is 180kW, system weight is approximately 3,600Kg, floor space
Is 32.4sgm, cooling capacity is over 60RT.
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Conclusion
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st Conclusion

« Expand infrastructure to the Asian region
— Expand Networking/Computing infrastructure over APAN & TEIN Networks
— Promote Asian research/education by utilizing APAN & TEIN-based distributed HPC resources
— Expand the use cases in Asia & Additional collaboration with Asian countries

« Activate of the APRP
— Using APAN APRP WG for managing and operating

— Collaboration with ASEAN countries via Korea-ASEAN HPC Project
— Collaboration with A3(Korea, China, Japan) Foresight Project

« Expand for 3rd party research areas

— Smart Agriculture, Medical areas, Climate change
— Al & Bio Science
— Cloud computing & Wireless communication
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